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—— Abstract

Mean Field Analysis and Markovian Agents are powerful techniques for modeling complex systems

of distributed interacting objects, for which efficient analytical and numerical solution algorithms can
be implemented through linear systems of ordinary differential equations (ODEs). Solving such ODE
systems on Field Programmable Gate Arrays (FPGAs) is a promising alternative to traditional CPU-
and GPU-based approaches, especially in terms of energy consumption; however, the floating-point
computations required are generally thought to be slow and inefficient when implemented on FPGA.
In this paper, we demonstrate the use of High-Level Synthesis with automated customization of low-
precision floating-point calculations, obtaining hardware accelerators for ODE solvers with improved
quality of results and minimal output error. The proposed methodology does not require any manual
rewriting of the solver code, but it remains prohibitively slow to evaluate any possible floating-point
configuration through logic synthesis; in the future, we will thus implement automated design space
exploration methods able to suggest promising configurations under user-defined accuracy and
performance constraints.
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1 Introduction

Analytical modeling techniques such as Mean Field Analysis (MFA) and Markovian Agents
(MA) can be applied to predict and optimize the performance of systems composed of many
interacting objects, including e.g., cyber-physical systems. MFA [29] describes the transient
evolution and the stationary behavior of such systems dividing their constituent objects into
classes, each one describing a specific behavior [6, 12]. MA extends MFA by allowing objects,
also called agents, to be distributed in a space that can be either continuous or discrete [22];
each agent has its own local behavior, which is influenced by mutual interactions with
other agents. MA provides a powerful and scalable technique for modeling complex systems
of distributed objects, and as such it has been applied e.g., to study sensor networks [9],
Covid-19 diffusion [23], and forest fire monitoring [10].

Both MFA and MA models are analyzed using linear systems of ordinary differential
equations (ODEs). One (large) vector is used to count the number of objects in each state for
each class in MFA models, and MAs extend this representation by repeating these components
for each considered spatial location. A kernel function defines how each element in the
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state vector will evolve in time according to the definitions of the individual components,
and the transient evolution of the system is computed by integrating this kernel. This
representation can easily be parallelized, which motivated us to explore hardware acceleration
on Field Programmable Gate Array (FPGA) or Application-Specific Integrated Circuits
(ASICs) as a faster and more energy-efficient solution than software execution on general-
purpose processors. ASICs are the best solution in terms of performance, but they incur
higher development costs; FPGAs are more accessible and can be quickly reconfigured,
allowing to update accelerators according to the requirements of new applications or to try
multiple configurations in a prototyping phase before committing to long and expensive
ASIC manufacturing.

The design flow we envisioned for the implementation of hardware accelerators that
will solve the MFA/MA ODE systems is based on High-Level Synthesis (HLS), which
allows a faster and more reliable process than manual hardware design. HLS tools, in
fact, automatically generate hardware accelerators starting from a software description (e.g.,
written in C/C++), greatly increasing developers’ productivity and allowing application
experts to obtain efficient designs without being experts in low-level circuit design [11].

A typical optimization opportunity available in HLS tools is the usage of custom data
types instead of the standard IEEE floating-point types used in software. In fact, FPGA
implementations of floating-point functional units are usually slower than the specialized
floating-point units present in modern CPUs, and they require a considerable amount of
resources. If the computational precision of the application allows it, fixed-point calculations
are to be preferred as they can be implemented through simpler logic. While a few previous
attempts at implementing fixed-point ODE solvers exist, in this paper we focus on the
exploration of custom floating-point types, i.e., types with a non-standard number of bits for
mantissa and exponent, through the TrueFloat framework [19] integrated into the Bambu
HLS tool [17]. The main strength of TrueFloat compared to existing libraries of floating-
point components is its integration within the HLS flow, allowing deeper optimization of
the functional units during the process of generating the accelerator datapath. TrueFloat
types allow us to improve the quality of results (QoR) of the generated accelerators while
maintaining the desired accuracy, and we demonstrate it by testing the application of different
TrueFloat configurations on a proxy ODE solver representative of the type of computation
performed in MFA/MA models.

TrueFloat provides the required support to implement approximate applications in HLS,
but it fully relies on the user to specify the desired floating-point configuration. A key step
in the design process is thus to determine the minimal precision required to maintain an
acceptable output error. We argue, however, that the configuration space is too wide to be
explored exhaustively and that previous research in design space exploration (DSE) tools
for approximate computing are too specific to software, so further research will be required
to equip Bambu and TrueFloat with a useful DSE tool able to suggest good floating-point
configurations without long logic synthesis and implementation runs.

In summary, this paper makes the following contributions:

We present a practical application of TrueFloat custom floating-point computations in

the synthesis of a non-trivial program;

We highlight the need for automated methods for the search of good floating-point

configurations in a wide design space;

We demonstrate the QoR improvement provided by custom low-precision types for an
ODE solver accelerated on FPGA.
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The rest of the paper is structured as follows: Section 2 summarizes related work on
the acceleration of ODE solvers on FPGA and on custom-precision floating-point formats,
Section 3 describes our HLS-based methodology and the exploration of different formats
targeting improved QoR and minimal effect on accuracy, Section 4 presents the results we
obtained after FPGA synthesis, and Section 5 concludes the paper with final remarks and
future research directions.

2 Related work

2.1 Solving ODEs on FPGA

ODE systems are a fundamental component of many scientific applications in high-
performance computing, and a significant amount of research focuses on improving the
performance of the numerical methods used to solve them. FPGA-based solutions have been
explored because of their potential to provide high throughput and low energy consumption,
making them an attractive alternative to GPUs and multi-core CPUs despite the steep
learning curve of low-level hardware design.

The Differential Equation Processing Element (DEPE) co-processor [27, 28, 26] has been
proposed as an alternative to customizing an FPGA accelerator for the solution of a specific
ODE system. The co-processor was designed as a no-instruction-set computer together with
its compiler and it solves ODEs with a Runge-Kutta fourth-order method implemented
through fixed-point computations; the evaluation focuses on its low area consumption
compared to HLS-generated designs. Another co-processor based on the RISC-V architecture
was proposed targeting a specific class of ODEs [25], implementing Euler and Runge-Kutta
methods through single-precision floating-point computations and obtaining faster execution
time than a single-core CPU. Other research works present custom solver units where both
the solver method and the ODEs are hard-coded into the accelerator [4, 5].

HLS tools raise the level of abstraction required to design FPGA accelerators [11], and
they have been applied to implement accelerators for various ODE solvers [35]. Another
possibility to simplify the design flow of ODE accelerators is to rely on domain-specific
languages and map their primitives to optimized register-transfer level (RTL) primitives [3] or
to exploit commercial tools provided within Matlab/Simulink to generate RTL components
from model-based representations [1].

New computational models have also been proposed in place of conventional numerical
solvers, as they might provide an advantage when implemented in custom hardware. For
example, since analog components can solve ODEs faster than numerical methods, a possibility
is to simulate analog components in FPGA logic through digital differential analyzers [15, 21].
The Euler solver can also be approximated through the use of stochastic integrators, which
can be efficiently implemented as RTL components [30].

2.2 Approximate computing

Research in the field of approximate computing led to a variety of techniques that aim at
improving the energy efficiency of an application through reduced precision, and tools that
analyze the application to understand the impact of approximation on the quality of its
results [31, 13].

The problem of finding the best approximation scheme has been addressed through
both analytical models and learning-based approaches, mostly focusing on the few precision
levels available in existing general-purpose CPUs (single- and double-precision floating-point
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as defined by IEEE standards). Precimonious [33], for example, implements a dynamic
program analysis pass that, given a set of representative inputs and a target accuracy, aims
at improving the runtime of the program by reducing its precision. The tool automatically
performs a search of the configuration space and suggests a floating-point type for each
variable in the program which can be implemented with lower precision (converting from
long double to double or float). The work presented by Ho et al. [24] focuses on reducing
the number of mantissa bits to be assigned to floating-point variables through the GNU
Multiple Precision Floating-Point Routines (MPFR) [20]; the search for the best solution
is implemented in Python by running multiple versions of the application with different
precision levels, and it can be extended to find a fixed-point configuration suitable for FPGAs.
SmartFPTuner [8], instead, introduces a machine learning component that predicts the output
error generated by a reduced precision configuration, and uses mathematical programming to
search for the smallest possible format for each variable among those supported by a custom
RISC-V platform; such a combined approach results in much faster time-to-solution.

For what concerns FPGA implementations of approximate computing, multiple RTL
and HLS libraries exist that provide optimized implementations of fixed- and floating-
point operators with arbitrary precision. VFLOAT [37] and FloPoCo [14] provide VHDL
components for custom-precision floating-point arithmetic that users have to manually
integrate into their designs. The AdaptivFloat representation [36] was motivated by the
precision requirements of deep learning applications on FPGA, but the implementation
of corresponding arithmetic units still requires significant manual effort. Proprietary HLS
tools map fixed- and floating-point C++ types with arbitrary precision onto a back-end
RTL library during the synthesis process [2, 34]. TrueFloat [19] stands out as it not only
provides a library of customizable floating-point operators with arbitrary precision, but
also is fully integrated within the HLS tool Bambu [17]; its results are competitive with
hand-designed library operators when applied to isolated functional units, and it outperforms
commercial HLS tools when synthesizing whole applications because it allows Bambu to
optimize floating-point operators rather than treating them as black boxes.

3 Methodology
3.1 High-Level Synthesis

We based our design flow on High-Level Synthesis (HLS) because it allows us to quickly
translate existing MFA- and MA-based C applications into FPGA accelerators, and to
evaluate different configurations without having to manually modify the RTL design. For
example, the output of HLS tools is a description in low-level Verilog/VHDL, tailored to a
specific FPGA board to extract the best performance in terms of latency (number of cycles,
clock frequency), resource consumption (number of FPGA resources used among the different
categories of logic and memory elements available), or power consumption. It is possible to
specify directives that prioritize one of these metrics over the other, to change the hardware
target, or to request specific backend optimizations starting from the same input program
with no manual rewriting of the code.

FPGA vendors typically offer HLS as part of their design toolkits (e.g., Vitis HLS from
AMD /Xilinx or the Intel HLS compiler), but such tools only support FPGA boards from
a single vendor, and they cannot be modified, as their source code is proprietary. Instead,
we exploit the open-source HLS framework Bambu [17], which facilitates research into new
design automation methods. Bambu has been an invaluable tool in previous projects where
knowledge of the internal HLS process and the possibility of modifying it were crucial to
generate better accelerators in a specific domain (e.g., big data [32], aerospace [18]).
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Bambu supports most C/C++ constructs, including function calls, access to arrays and
structs, parameters passed by reference or copy, pointer arithmetic, dynamic resolution of
memory accesses, and module sharing. Moreover, it can also take as input intermediate
representations from the GCC and Clang compilers, leading to the possibility of direct
integration between Bambu and compiler-based toolchains [7]. The HLS flow in Bambu
is similar to a software compilation process, beginning with a high-level specification and
generating low-level code through a series of analysis and optimization steps divided into
three phases (front-end, middle-end, and back-end). In the front-end, Bambu parses the
input code and translates it into an intermediate representation (IR), while numerous target-
independent analyses and optimizations are performed in the middle-end. The back-end
performs the actual synthesis of Verilog/VHDL code ready for simulation, logic synthesis,
and implementation on FPGA or ASIC through external tools.

When a software description is translated into a hardware accelerator through HLS, there
are ample opportunities to include optimizations that drastically impact the QoR in terms
of performance, area, and energy consumption. One common example is loop unrolling:
replicating the instructions of independent loop iterations allows implementing them in
parallel in the accelerator, increasing performance at the expense of resource consumption.
Alongside techniques that aim at exploiting different degrees of parallelism present in the input
applications, another possibility to generate efficient accelerators in terms of performance per
area is to explore the usage of custom data types, avoiding the generation of floating-point
functional units which are usually inefficient when compared to the specialized floating-point
arithmetic units of modern CPUs and GPUs.

In this paper, we focus on the customization of floating-point computations in isolation,
disregarding all other optimization opportunities available in Bambu. While this will likely
result in sub-optimal results in absolute terms, which would not justify the choice of offloading
computations to FPGA, our aim is to conduct an ablation study to understand the impact
of this specific type of optimization on the QoR of generated accelerators, and on the
application accuracy. We will then exploit information gathered from this study during
future experiments with MFA- and MA-based applications to be accelerated.

3.2 TrueFloat

Experiments with custom data types are usually limited by the back-end libraries supported
by HLS tools, mostly focused on fixed-point types; however, Bambu also integrates the
dedicated TrueFloat framework for the generation of custom floating-point types. TrueFloat
allows users to specify custom formats for floating-point computations and automatically
synthesizes corresponding optimized arithmetic units; different TrueFloat encodings can be
specified for different parts of the input application, resulting in the generation of multi-
precision accelerators. The main strength of TrueFloat is the integration within the HLS
process, providing effortless translation between different floating-point encodings through
simple command-line options and integration with other optimization techniques present in
the HLS flow. TrueFloat also opens the possibility of generating an equivalent representation
of the synthesized accelerator at a higher level of abstraction, which could be used for fast
and accurate software simulation.

Figure 1 describes the TrueFloat synthesis flow within Bambu. The input code is in one of
the standard formats supported by Bambu, and it contains standard floating-point operations
and types. The user expresses one or more required custom representations (one for each
function in the input code) through command-line options, and the HLS flow autonomously
handles type replacement, conversions, and custom arithmetic units generation, avoiding
manual and error-prone code rewriting.
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Figure 1 TrueFloat design methodology as presented in [19].
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A compiler step called FPBlender handles all floating-point operations within the HLS
flow in Bambu, exploiting information generated during previous analysis steps on the
intermediate representation of the input program and allowing subsequent steps to apply
more accurate optimizations after the custom floating-point format has been implemented.
FPBlender generates ad-hoc functional units exploiting the TrueFloat library of templat-
ized components, which contains optimized implementations for basic arithmetic operators
(addition, subtraction, multiplication, division, and comparison) and bidirectional type con-
version operators (floating-point to integer, integer to floating-point, and floating-point to
floating-point). The TrueFloat library components are soft-float implementations in C built
by combining basic integer operations; input and output parameters are defined as unsigned
integers as well. All functions have arguments representing standard operands followed by a
set of eight specialization arguments to indicate the number of exponent bits, fractional bits,
the exponent bias, the rounding mode, the exception mode, whether hidden one is enabled,
whether subnormals are enabled, and the sign mode.

Users of TrueFloat should explicitly define a floating-point format for each function
they want to customize in the input code through the -fp-format command-line option,
which Bambu will use to replace the standard single- or double-precision data type present
in the input file. In particular, -fp-format requires the name of the function that will
be customized and a string that encodes the requested format. Functions called by the
selected function will be implemented with standard types unless —fp-format-propagate is
set, instructing Bambu to propagate the custom data type to all called functions. Besides
the choice of the number of bits for mantissa and exponent, TrueFloat also allows tuning
settings such as whether subnormals are supported or not, as they result in simpler logic and
lower resource consumption. The format string following the function name is composed as
follows:

e<exp_bits>m<frac_bits>b<exp_bias><rnd_mode><exc_mode><spec><sign>

The number of bits requested for the exponent and for the mantissa are set through
exp_bits and frac_bits, and exp_bias indicates the bias added to the unsigned value
represented by the exponent bits. The rounding mode rnd_mode can be either nearest even,
which is the IEEE standard rounding mode, or truncate, where no rounding is applied. The
exception mode exc_mode can be set to require IEEE standard exceptions, to saturation,
where infinite is replaced with the highest possible value and not-a-number results in undefined
behavior, or to overflow, where both infinite and not-a-number result in undefined behavior.
Finally, with spec it is possible to select whether to enable the IEEE standard representation
with hidden one and subnormal numbers, while sign specifies whether all values should be
considered as negative numbers, positive numbers, or if IEEE dynamic sign should be used.
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Accelerators that use floating-point types with lower precision have higher performance
and to use fewer FPGA resources with respect to designs based on standard float or double
calculations. Moreover, TrueFloat arithmetic operators have been shown to have similar or
better performance than other implementations from state-of-the-art libraries [19]. However,
to the best of our knowledge, this is the first time that TrueFloat gets applied to a realistic
input application beyond the single arithmetic operation or small kernel.

TrueFloat provides the required support to implement approximate applications in HLS,
but it fully relies on the user to specify the desired floating-point configuration. Unfortunately,
none of the approaches described in Section 2.2 can be directly applied to find an optimal
TrueFloat configuration within an accuracy constraint. In fact, tools and techniques designed
for software applications tend to consider only a few possible formats, which are the ones
supported by the target CPU, while the design space of possible TrueFloat formats is much
larger: it is possible to specify the exponent bitwidth and the mantissa bitwidth independently,
and tune several other configuration options. Moreover, TrueFloat controls floating-point
precision on a per-function level instead of variable by variable. Finally, the performance
target for a hardware accelerator possibly includes resources consumption besides latency, and
both metrics can only be assessed reliably after long logic synthesis runs. A learning-based
approach would also not be feasible due to the absence of a reference dataset for our target
application. Under these circumstances, manually sampling a limited number of points in the
design space remains the simplest but most effective method to explore the trade-off between
accelerator performance and accuracy of the results. Fortunately, this does not require any
manual code rewriting, as TrueFloat automatically replaces the types of all variables and
operations according to the specified Bambu command-line options.

4 Experimental results

4.1 Target application and configuration exploration

To keep synthesis times within reasonable limits (e.g., less than one hour per configuration),
we evaluated a proxy application in place of the performance modeling use case. The
proxy application solves the n-body problem through a Runge-Kutta-Fehlberg method with
adaptive step size (RKF45) [16], and it has been implemented in C. The gravity interactions
between bodies simulated by the application resemble the patterns of interaction among
multiple agents in our target MFA/MA model, and the same RKF45 method will be used

to solve the ODEs modeling the evolution of the cyber-physical system under investigation.

Therefore, results from the synthesis of the n-body application can be used to decide which
floating-point configurations shall be evaluated in the synthesis of the MFA /MA accelerator,
keeping in mind that the requested precision may change when the number of interacting
agents increases.

Our target application contains the kernel function to be accelerated (solve) together
with a main program that runs the n-body simulation and plots its outputs. By looking at
the output plots, it is easy to assess if the solution is converging correctly. Figure 2 shows the
output plots obtained running simulations of the motion of two planets, i.e., the evolution of
their orbits starting from an initial condition where the planet with the smallest mass has
non-zero speed (purple trace) and the planet with the biggest one is still (green trace). The
correct plot in Figure 2a is obtained with double-precision floating-point calculations, while
using an extremely low precision in part of the simulation may lead to an incorrect plot such
as the one in Figure 2b. Thanks to its advanced co-simulation features, Bambu is able to use
the main function of the target application as a testbench to verify the correct behavior of
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(a) Correct output. (b) Inaccurate output.

Figure 2 Plots generated by the target application with different floating-point accuracies.
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Figure 3 Call graph of the target application.

the accelerated kernel function; it is therefore possible to plot similar output graphs with
results from the RTL simulation of the generated accelerator. TrueFloat configurations with
unacceptably low precision will then be discarded either because the simulation does not
produce a result within a given time limit or by comparing their outputs with Figure 2a.

As TrueFloat allows controlling floating-point configurations at the function level, it
is important to analyze the call graph of the target application (Figure 3). The solve
kernel function repeatedly calls subfunctions interpolateResult and RKF45Step; the latter
contains a loop calling subfunction RKF45SubStep, which in turn calls multiple times the
computeF function. The application also includes calls to floating-point mathematical
functions from the C standard library. The amount of floating-point operations executed by
the application partially depends on the floating-point format used, as there are loops that
terminate based on the achieved precision; in a double-precision run, there are approximately
200.000 floating-point additions and just as many multiplications, floating-point divisions
and other mathematical functions are less than 1000.

We kept the double-precision version of the target application as a baseline (configuration 0
in Table 1) and selected six TrueFloat configurations to compare against it, all of which
produced correct simulation results. We first reduced the number of bits for mantissa and
exponent for the whole accelerator, specifying a format for solve in the Bambu command-
line options and requesting the propagation of the format to all called functions. The
specialization string was selected to obtain IEEE-compliant behavior. The minimum number
of bits was found to be 22 for the mantissa and 7 for the exponent, scaling the bias accordingly



S. Curzel and M. Gribaudo

Table 1 List of floating-point configurations to be evaluated.

Configuration Function affected Exponent bits (bias) Mantissa bits Specialization string

0 solve 11 (-1023) 52 nihs
1 solve 8 (-127) 23 nihs
2 solve 7 (-63) 22 nihs
3 solve 7 (-63) 22 nihs
interpolateResult 6 (-31) 10 nihs

solve 7 (-63) 22 nihs

4 interpolateResult 6 (-31) 10 nihs
RKF45subStep 6 (-31) 21 nihs

5 solve 7 (-63) 22 tih
6 solve 7 (-63) 22 tih
interpolateResult 6 (-31) 10 tih

(configuration 2); trimming the bitwidths further resulted in no convergence or unacceptable
errors in the output plots. Interestingly, this means that IEEE single-precision floating-
point would also be an acceptable configuration, and so we included that in the evaluation
(configuration 1). Next, we tested whether we could further reduce the number of bits
with respect to configuration 2 by selecting a different format for one or more subfunctions
(configurations 3 and 4); in fact, lowering the precision of functions that contain fewer
operations has a smaller impact on the accelerator QoR, but also a smaller impact on the
application accuracy. Finally, we acted on the specialization string of configurations 2 and 3
removing support for subnormal numbers and using truncation instead of rounding to nearest
even (configurations 5 and 6), as this was previously shown to be beneficial, especially in
terms of area consumption [19].

4.2 Synthesis results

We synthesized six versions of the n-body application with Bambu according to the configur-
ations of Table 1 and evaluated the QoR of the generated accelerators after place-and-route
(p&r). We chose an Alveo U55C FPGA from AMD/Xilinx as target and requested a clock
period of bns, which was achieved by all configurations; all other Bambu options were left as
default in order to focus on the effects of customizing floating-point formats on performance.
We evaluated and reported in Figure 4 the number of clock cycles from simulation, the latency
considering the achieved frequency post p&r, and area consumption in terms of number
of digital signal processing blocks (DSPs, the scarcest resource on FPGA and required to
implement floating-point multiplications), slices, lookup tables (LUTs), and registers.

Green bars represent synthesis results for configuration 0, i.e., the 64-bit double-precision
baseline; all other configurations use floating-point formats with fewer bits, which translates
directly into fewer resources consumed (Figures 4c-4f). The comparison is especially striking
in Figure 4c, as the other configurations use ~ 85% fewer DSPs. Looking at performance
(Figures 4a and 4b), however, configuration 0 is not the slowest one: configurations 3, 4,
and 6 perform worse than configurations 1, 2, and 5, with configuration 4 even running
slower than the double-precision baseline. Despite using custom formats with fewer bits, in
fact, these configurations have to pay the price of converting data between different types
every time that one of the affected subfunctions is called. (It is likely possible to restructure
the code to mitigate this issue, e.g., by unrolling loops that call the same function multiple
times.) The suggestions of moving from rounding to truncation and of dropping support for
subnormals were proven to be beneficial, as configurations 5 and 6 result in better QoR than
configurations 2 and 3 along all considered metrics.
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Figure 4 Synthesis results for six different floating-point configurations.

From these results, we can conclude that using custom floating-point formats generated
by TrueFloat is highly beneficial to reduce the area consumption of ODE solvers accelerated
on FPGA. The latency of the generated accelerators can decrease when reducing the number
of bits used for floating-point computations, but other factors, such as the amount of required
conversion operators, may counter the improvement. In absolute terms, the accelerators we
generated are quite slow (~ 7 times higher latency than software execution); however, we did
not exploit any of the available parallelism in the application, and thus we are confident that
it would not take too much effort to obtain higher-performance versions of the accelerator.
Even in the worst case that we evaluated, the resources required occupy less than ~ 4%
of the target FPGA, suggesting that, for example, aggressive unrolling of loops should be
possible (considering also that the application is highly compute-intensive and thus memory
bandwidth should not be a bottleneck if intermediate results are kept on-chip).

5 Conclusion

We applied the TrueFloat framework to an ODE solver performing double-precision floating-
point calculations to generate FPGA accelerators with custom precision, aiming at studying
the effect of lower mantissa and exponent bitwidth on performance and area consumption.
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The results we obtained highlight the possible savings in terms of resources and latency but
also the care required to choose the best floating-point configuration in a wide design space
where the loss of accuracy in the application output is also a concern; future research on
automated design space exploration will undoubtedly improve the usability of TrueFloat.
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